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Abstract This paper discusses the application of neural network modelling techniques to the problem of estimating relative humidity.
A thres layered back-propagation network was developed to predict relative humidity across Australia using inputs such as maximum
and minimum temperature, rainfall, longitude and fatitude, Comparisons wers made between the values predicied by the network and
those expected. The neural network is being utifised to estimate relative humidity values for Australia under various enhanced

greenhouse effect climate change scenarios.

{. INTRODUCTEON

Modelling of insect populations requires a varicty of
meteorological data inpms. Many inscet models utilise relative
humidity as an important value, To predict population dynamics
under various enhanced greenhouse scenarios il is necessary o
utilise meteorological data based on the ourput of one or more
Global Cireulation Models (GCM). Due o the large amount of
the data output the various atmospheric research groups choose
to only save values thal are deemed imporiant. At present
relative hurnidity is not included in the set of stored cutputs. It
wag therefore necessary 1o attempt to model relative humidity
based solely upon the parameters available, including GOM
predicted and greenhouse nvariant parameters.  This paper
describes the development of a simple back-propagation neural
network to model the relative humidity system.

1.1 Artificial Meuarai Networks

Traditional modelling is based on the application of algorithms.
MNeural networks, on the other hand, offer a non-algorithmic
method of modelling systems, Rather than depending on strict
algorithms, neural networks wtilise  process of learning.
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Figure 1. A simple three layer feed forward artificial
neural network,

Based upon the brain, neural networks wtilise a system of

interconnecting nodes (neurons). The most commonly utilised
nctwork 15 known as the Muohki-Layer Perceplron (MELP). An
MLF consists of an input layer, one or more hidden Iayers and
an outpud fayer. Hach layer consists of one or more nodes. Ina
simple feed-forward network ecach node in each layer is
connected to all the nodes in the next layer. For cxample a node
in the input layer is comnected to all the nodes in the first hidden
fayer.

Meural networks are not only based upon the brain in topology
terms, but also in basic inter-node (neuron} compunication.
Each linkage has an associated weight. This weight is used as
a simple scaling factor to be applied to the stimulation value.
The weighted inputs are combined with a bias value in the node
then transformed by a threshold function. The oatput of this
threshold function forms the inpust, with another weight, for next
node. Neural networks are uniguely identified by several items:
The network topology, weights, blases, combining and threshold
functions,

As with the brain, neural networks lparn by example. A neural
network operates in one of two states, training or recall. During
the training stale a set of known inputs and their corresponding
putputs are presented.  One of the more common learning
algorithms called back-propagation uses a syslem of awlomatic
weight adjustment. Inputs are presented, fed forward through
the network and output value(s) determined. These values are
compared to the known values in the training set and
adjustments are made 1o the weights and biases so that the emror
is minimised,

Once a newral network 18 trained it can be used in recall mode.
Recall mode operates in exactly the same way as learning mode
without the hack-propagalion step. Input nodes are stimulated
and activations are fed forward through the network to the
outptit nodes.
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2. DATA SETS

To train the neural network to predict relative hurnidily it was
necessary to select a suitable data set. The GCM data (see
section 2.3) that was available included change per degree
global warming for temperature and rainfall on a 50km grid
across Australia. This effectively limited the inputs of the neural
network. The data set chosen for training had to at least provide
these parameters. In addition the data set secded to be
representative to maximise the generalisation power of the
trained network,

2.1 MetAccess

MetAccess is a database of real metcorological data recordings
for several thousand stations around Australia. It is compiled
from Australian Bureau of Meteorology data by the CSIRO
Division of Crops and Pastures, This data set sufters from two
short comings: uneven distribution of recording stations, and a
small number of stalions with long runs of the relevam
parameters,

The distribution of meterological recording centres 18 not even.
The vast majority of centres lie in the populated eastern
seaboard arcas of the continent, and there arc very few sites
distributed across the outhack areas. As a resull, the data setis
not representative of the entire system and reduces the chances
that the trained ncural network will generalise well
Additionally, onby a fraction of the sites include long term
recordings of relative hurmidity and the other relevant variables,
The development of a suitable training set would be made
extremely difficull wilising the real data; another source of
training data is needed.

3.2 Hsoclim

Esoclim is a system of spline models of Australian climate
{Hartchinson {1989]). Given the latitude, longitude and elevation
of a point, Esoclun will provide long term average values for
sixteen different climate variables. Relative humidily, although
not explicttly output by Bsoclim, can be caleulated from other
surfaces that are provided (see equations 1-3). Since Hsoclim
is a series of models it is possible 1o generate climate data for
locations evenly distributed across the continent,
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In these equations ED is Vapour Pressure, ES 18 Saturated
Vapour Pressure, RE is Relative Humidity, TD is Dewpoinl
Temperature, TDR is Drybulb Temperature, A= 7.5 and B =
237.3.

Due to the bencfits of better representation and larger data sel
size the Esoclim system was used o develop o training set for

the neural network,

2.3 Climate Change Data

The CSIRCO Division of Atmospheric Research provided climate
change datz based upon the output of five separate Global
Circulation Models (GCM). Change data per degree global
warming for temperature and rainfall under various enhanced
greenhouse scenarios were provided on a seasonal basis. The
data consisted of change data in five year increments from 19490
1o 2100 for four separate scenarios: hot/wet, hot/dry, cold/wet
and cold/dry on a 30km grid across Australia,

3, PREPARATION OF TRAINING BET

Hseclim was utilised to produce a set of climate surfaces for
locations across Australia on the same 30km grid as those in the
climate change data. A Digital Elevation Model (DEM) was
employed to determine elevations at the chosen locations. The
longitude, latitude and elevation tuples were then used in
Bsoclim o build climate data, Relative humidity values were
derived from the Esoclim surfaces as described in section 2.2,
The Esoclim and refative humidity surfaces thes provided the
training data for the neural network.

A random %4 selection of the locations were included in the
training set. The random selection scheme ensured that there
would be locations not included in the training set available for
testing the generalisation of the trained network. & also ensured
that the distribution of these testing points was relatively evenly
distributed across the continent.

4, INPUT & QUTPUT EMCODING

The learning algorithm used in neural networks is very powerful,
Eapericnce has shown that networks fearn in a more efficient
way if the input nodes have oniy small absolute maximum
values, Tt was therefore necessary to perform some
preprocessing of the inputs used in the training set. A simple
normalisation iechnigue was employed to ensuwre inpul and
output values remained wilhin the range 0 to 1. Valid ranges
were calculated for cach of the variables, then equation 4 was
applied to perform the trans{ovmation.
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This normalisation transformation was applied o all inputs and
outpuls used by the neural network.

5. METWORK TOPOLOGY
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Figure 2. Topology of the neural network used to predict
relative humidivy.

Al simulations were based upon a three layer back-propagation
network with 5 hidden podes and two output nodes, relative
humidity at Qam and 3pm. Input attributes were varied to
achieve the best model.  Iniially T utilised maximum and
minimum temperature and rainfail, however longitude and
latitude were added later to achicve better results (section 6.
Figure 2 shows the topology of the network finally used.

6, THE SIMULATIONS

A series of simulations were run o develop the best network for
the simualation of relative humidity. Separate training sets for
cach month were used Lo train separate networks. Initially a
simple network was employed with only maximum and
minimam temperature and rainfall as inputs,  This series of
simulations produced mixed results. Approximately half of the
months produced results with errors less than 15 units from the
comrect valoe, eg. January (Figure 3a). However, many months
included larger errors {up 1o 30 units from the expected values).
The worst month, September is shown as Figure 3b, It was
found that the errors followed spatial patterns. The upper
Western Australia and Northern Territory regions were areas of
high error in several monthly networks. This clumping of errors

suggested that the addition of spatial data to the training set 1o
irnprove the generalisation capabilities.

Longitude and latitude were added to the training set and a new
set of simulations were run. Testing of the wained networks
showed an improvement over the previous results. Al months
now had errors of less than 10 units [rom the correct value. In
fact the vast majorily of monthly networks had errors of less
than 5. January and September have been included for
comparison with the previous series of simulations (Figures 3¢
& d).

7. APPLICATION OF THE TRAINED NETWORK

The monthly neural networks were used to predict relative
humidity for various enhanced greenhouse scenarios, Esoclim
was employed to provide base data on the same grid as the
climate change data from CSIRO Division of Atmospheric
Research (section 2,33, The changes were then applied to the
base data to produce predicted wvalues for maximum and
minimum femperatore and rainfall. Using the climate change
scenarios provided climate projections for the four different
scenarios up o the year 2100 were produced. The trained neural
networks were then used 1o provide the relative humidity
estimates from the predicted temperature and rainfall values,

The predicted climate data generated s currently being used
within the Cooperative Rescarch Contre for Tropical Pest
Management in the modelling of various insects.
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